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Abstract

The article presents the interpretation of cognition mechanisms in terms of logics. An approach for logical modeling of an ontology based on detailed studies of cognition is described. The formal representation of ‘cognizing’ as a causal connection between different sides of the sign within the behavioral framework is suggested, the intentionality of the message conveyed, and the conventional nature of some symbols, as well as principles for composing the symbols being taken into account. The relation between the superficial representation and semantic structure of communicative units is argued, which finds application in information extraction task for building conceptual structure of texts in natural language.
1. Grounding Symbols in Cognition

The basic pattern that symbols rest on is the perception of some external stimulus causing an agent to “cognize” a concept, where by “cognizing” I mean taking some cognitive stance toward, such as belief, thinking of, wondering about, and so on.

cause(perceive(a, x), cognize (a, c)

where a is an agent, x is some entity, and c is a concept.

This pattern covers the case of a cloud reminding someone of a dog, where there is no external causal connection between the stimulus and the concept, and the case of smoke making one think of fire, where there is a causal connection, and the intermediate case of an association that has been established by practice, as in a dinner bell making one think of food.


Communication begins when another agent presents an entity causing the first agent to perceive it.

cause(present(b, x, a), perceive (a, x))

For an agent b to present something to a is for b to cause it to be within the range of a’s perception, and this causes a to perceive it.

The recipient agent a must of course be capable of cognition. A greater range of sending agents b is possible. A car that beeps when you don’t fasten your seatbelt is an agent b that is presenting a signal x for the driver to cognize. It is also possible for collectives to be the sending agent, as in jointly authored documents such as the Constitution of the United States. The agents may or may not exhibit intentionality. Humans do, as do organizations of humans, whereas simple artifacts merely reflect the intentionality of their designer. Sufficiently complex artifacts may exhibit intentionality.


Causality is defeasibly transitive, so the above rules can be combined into the defeasible causal pattern for appropriate c’s:

cause(present(b, x, a), perceive (a, c))

That is, if b presents x to a, it will cause a to cognize the appropriate concept c. For example, a car beeps and that causes the driver to hear the beep; hearing the beep causes the driver to remember to fasten his seatbelt. So the beep reminds the driver to fasten his seat belt.

We can refer to the entity presented (x) as the symbol and to the concept evoked (c) as the meaning of the symbol.

2. Intention and Convention in Communication

Presentation by an agent can involve several levels of intentionality, and the perception can involve several levels of recognition of intentionality. First, the presentation can be entirely unintentional, as, for example, when someone conveys their nervousness by fidgeting or shaking their leg. In an abductive account of intelligent agents, an agent a interprets the environment by telling the most plausible causal story for the observables in it. Here a knows nervousness causes fidgeting and the most plausible causal story is that b’s fidgeting is because b is nervous.


When the presentation is intentional, the presenter’s goal is to cause the perceiver to cognize something. The presenter’s intention need not be recognized. For example, I may keep the door to my office closed to lead people to believe I am not in, without wanting them to recognize my intention to communicate that.


Intention is recognized when it is part of an observer’s explanation that an event occurs because the agent of the event had the goal that it occur. Defeasibly, agents do what they want to, when they can.

goal(g, b) ( executable(g, b) ( cause(goal(g, b), g)

That is, if g is a goal of b’s and is executable by b (or achievable by an executable action), then its being a goal will cause it to actually occur. I won’t explicate executable here, but it means that g is (achievable by) an action of which b is the agent, and all the preconditions for the action are satisfied.

When an observer a uses this causal rule, he is recognizing the intention that lies behind the occurrence of the event.


It is most common in human communication that the intention is recognized. Agent b knows that presenting x causes a to perceive x, which causes a cognize concept c. b has the goal that a cognize c. So that causes b to present x. Agent a comes up with exactly this causal explanation of b’s action of presentation, so not only does a cognize c; a also recognizes b’s goal that a cognize c.

This recognition relies on agent’s knowing a defeasible rule that says that

goal(g1, b) ( cause(g2, g1) ( goal (g2, b)

That is, if an agent b has a goal g1 and g2 tends to cause g1, then b may have g2 as a goal.

We can get to full Gricean nonnatural meaning (Grice, 1989) by decomposing that rule into two rules:

goal(g1, b) ( cause(g2, g1) ( goal (cause(g2, g1), b)

goal(cause(g2, g1), b) ( goal (g2, b)

That is, if an agent b has a goal g1 and g2 tends to cause g1, then b may have as a goal that g2 cause g1. Moreover, if an agent b has as a goal that g2 cause g1, then b has the goal g2.

When g1 is cognize(a, c) and g2 is present(b, x, a), a uses these axioms to explain the presentation; then a will recognize not only b’s intention to have a cognize c, but also b’s intention that a do so by virtue of the causal relation between perceiving x and cognizing c.

In order for this sort of communication to work, it must be mutually known between a and b that perceiving x causes cognizing c.

Communicative conventions are causal rules of this sort that grow up in different groups. The structure of a communicative convention is

mb(s,cause(present(b, x, a),cognize(a, c))) ( member(a, s) ( member(b, s)

for a specific x and a specific c. That is, a social group s that agents a and b are members of mutually believe the causal relation between presenting x and cognizing c. For example, x might be a red flag with a white diagonal, s might be the community of boaters, and c the concept that there is a scuba diver below.

These communicative conventions can originate and take hold in a group in many different ways. The culture of a group consists in large part of a number of such rules.

This completes the sketch of how the meaning of atomic symbols can be grounded in a theory of cognition: in our scheme, x is a symbol that means or represents c to a group of agents s. We can express this as

means(x, c, s)

3. Composition in Symbol System

An atomic symbol, i.e., one that does not have interpretable parts, corresponds to some concept. Atomic symbols can be composed in various ways, depending on the type of symbol, and the meaning of the composition is determined by meaning of the parts and the mode of composition. These composite elements can then be components in larger structures, giving us symbolic structures of arbitrary complexity.

Composition in symbol systems occur when entities x and y, meaning c1 and c2 respectively, are presented with a relation R1 between them, where R1 conveys the relation R2 in the target domain. Thus, we have three causal relations.

cause(present(b, x, a), cognize(a, c1))

cause(present(b, y, a), cognize(a, c2))

cause(present(b, R1(x, y), cognize(a, R2(c1 ,c2)))

The relation R1(x, y) can be thought of as just another entity in the symbol system, so it is subject to full Gricean interpretation just as atomic symbols are, and it can similarly be involved in the conventions of some community.


Speech (and text as spoken) takes place in time, so the only compositional relation possible is concatenation. Within sentences, the composition of smaller units into larger units conveys primarily a predicate-argument relation between the meanings of the components. Thus, when the concatenate “men” and “work” into “men work”, we are indicating that the referent of “men” is an argument or role-filler in the event denoted by “work”. I would argue that syntax precisely is the conveying of predicate-argument (and modification) relations through adjacency of constituents.

In discourse beyond the sentence, concatenation generally conveys a coherence relation based on causality, similarity, and figure-ground.

In tables, the elements in individual cells refer to some concept. The manner of composition is placement of these cells in a vertical and horizontal arrangement with other cells. Generally, the aggregate represents a set of relations: The item in a cell that is not the first in its row stands in some relation to the first element in the row. The relation is the same for all elements in the column, and is often explicitly labeled by a header at the top of the column. For example, in a table of United States presidents, we might have the year 1732 in one cell. The label on the row may be “George Washington”, and the label on the column “Birth date”. This spatial arrangement then conveys the relation birthdate(GW, 1732).


Similar accounts can be given for how other complex informational entities acquire complex meanings, such as documents, maps, and diagrams.
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